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Abstract:

In this paper, a two-dimensional (2-D) circular-support wavelet transform (2-D CSWT) is presented. 2-D CSWT is a new geometrical image transform, which can efficiently represent images using 2-D circular spectral split schemes (circularly-decomposed frequency subspaces). 2-D all-pass functions and lattice structure are used to produce 1-level circular symmetric 2-D discrete wavelet transform with approximate linear phase 2-D filters. The classical one-dimensional (1-D) analysis Haar filter bank branches $H_0(z)$ and $H_1(z)$ which work as low-pass and high-pass filters, respectively are transformed into their 2-D counterparts $H_0(z_1,z_2)$ and $H_1(z_1,z_2)$ by applying a circular-support version of the digital spectral transformation (DST). The designed 2-D wavelet filter bank is realized in a separable architecture. The proposed architecture is simulated using Matlab program to measure the deflection ratio (DR) of the high frequency coefficient to evaluate its performance and compare it with the performance of the classical 2-D wavelet architecture. The correlation factor between the input and reconstructed images is also calculated for both architectures. The FPGA (Spartan-3E) Kit is used to implement the resulting architecture in a multiplier-less manner and to calculate the die area and the critical path or maximum frequency of operation. The achieved multiplier-less implementation takes a very small area from FPGA Kit (the die area in 3-level wavelet decomposition takes 300 slices with 7% occupation ratio only at a maximum frequency of 198.447 MHz).
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1. Introduction

The multi-dimensional (M-D) signal processing has many applications in modern-day devices and softwares. Specifically, the two-dimensional (2-D) signal processing and analysis has evoked a lot of interest among researchers due to their numerous advantages in areas such as image processing [1], [2]. The 2-D filters are being widely used for various types of processing and analysis. The main objective of this paper is to introduce 2-D filter functions using circular symmetry filters with lattice structures and implement them as wavelet filter banks in a separable manner.

Although the wavelet transform (WT) is known to be a powerful tool in many signal and image processing applications such as compression, noise removal, image edge enhancement, and extraction;
wavelets are not optimal in capturing the two-dimensional singularities found in images and often required in many segmentation and compression applications [3] – [5]. In particular, natural images consist of edges that are smooth curves which cannot be captured efficiently by the wavelet transform. Therefore, several new transforms are required for image signals. One of the recent transformations is the 2-D elliptical-support wavelet transform (2-D ESWT) which is used as the main feature extracting part in an efficient method for iris recognition [6].

A 2-D circular-support wavelet transform (2-D CSWT) is proposed in this paper as a new geometrical image transform, which can efficiently represent images using circular split 2-D spectral schemes (circularly - decomposed frequency subspaces). Such schemes are known to give better performance than rectangular-support schemes when it is desired to extract as low frequency information as possible in a 2-D low-pass filtering channel and as high frequency information as possible in a 2-D high-pass filtering channel [7]. The corresponding 2-D wavelet filters are designed. Then a multiplier-less implementation of such 2-D CSWT on FPGA is proposed. Experimental results are to be obtained to show the feasibility of the proposed implementation. These results are also to be compared to the classical 2-D wavelet implementation method.

Several architectures for single-chip implementations of the 1-D DWT was described in the literature [8] – [11]. Each of these architectures was designed to compute the DWT in real time by interleaving computation. These architectures differed mainly in the method of storing and routing the intermediate results [12]. Those implementations included systolic routing networks, RAM based architectures [13], distributed memory [14], and implementations using minimum number of registers [15]. None of them utilized improvements available at the algorithmic level. In this paper, the implementation of 2-D discrete wavelet transform (2-D DWT) is considered by using digital filters \( H_0(z_1, z_2) \) and \( H_1(z_1, z_2) \) as a lattice structure of Haar filter.

This paper is organized as follows: In section 2, the characteristics of Haar filter are reviewed. The design of the proposed 2-D circular-support wavelet transform is introduced in section 3. In section 4, the performance and implementation results on FPGA are given. The values of some objective assessment parameters are computed in section 5. Finally, section 6 concludes this paper.
2. **Haar Wavelet Transform**

A 1-D Haar wavelet is the simplest type of wavelet filters. In discrete form, Haar wavelets are related to a mathematical operation called the Haar transform. The Haar transform serves as a prototype for all other wavelet transforms. As all wavelet transforms work, the Haar transform decomposes a discrete signal into two sub-signals of half its length. One sub-signal is a running average or trends; the other is a running difference or fluctuations. The 1-D Haar wavelet transform has a number of advantages [16]:

- It is conceptually simple.
- It is fast.
- It is memory-efficient, since it can be calculated in place without a temporary array.
- It is exactly reversible without the edge effects that are a problem with other wavelet transforms.

Haar 2-tap wavelet is chosen as a reference filter for the architecture of 2-D filter bank. The coefficients of the low-pass \( h_0 \) and the high-pass \( h_1 \) decomposition filters corresponding to this wavelet type are shown in Table 1 [7].

Table 1- Haar 2-tap wavelet coefficients.

<table>
<thead>
<tr>
<th>( h_0 )</th>
<th>( h_1 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \frac{1}{\sqrt{2}} )</td>
<td>( \frac{1}{\sqrt{2}} )</td>
</tr>
<tr>
<td>( \frac{1}{\sqrt{2}} )</td>
<td>(-\frac{1}{\sqrt{2}} )</td>
</tr>
</tbody>
</table>

3. **The Proposed 2-D Filter Bank**

In this paper, a 2-D filter is proposed depending on the 1-D FIR Haar filter using the 1-D to 2-D Digital Spectral Transformation (DST) which given by [17]

\[
DST\left(\frac{a+z_1^{-1}}{1+a z_1^{-1}}\right)\left(\frac{b+z_2^{-1}}{1+b z_2^{-1}}\right) = z^{-1}
\]

(1)

DST is used to convert the low-pass Haar filter in analysis stage into a 2-D version as in the following equations:

\[
H_0(z) = \frac{1}{\sqrt{2}} + \frac{1}{\sqrt{2}} z^{-1}
\]

(2)

By applying the DST technique, the low-pass Haar analysis filter can then be represented by two 1-D 1st-order all-pass digital filter sections as follows:

\[
H_0(z) = \frac{1}{\sqrt{2}} (1 + z^{-1})
\]

\[
H_0(z_1,z_2) = \frac{1}{\sqrt{2}} \left(1 + \left(\frac{a+z_1^{-1}}{1+a z_1^{-1}}\right)\left(\frac{b+z_2^{-1}}{1+b z_2^{-1}}\right)\right)
\]

\[
= \frac{1}{4} \left( \left(1 + \left(\frac{a+z_1^{-1}}{1+a z_1^{-1}}\right)\left(\frac{b+z_2^{-1}}{1+b z_2^{-1}}\right)\right) \right.
\]

\[
\times \left(1 + \left(\frac{a+z_1^{-1}}{1+a z_1^{-1}}\right)\left(\frac{b+z_2^{-1}}{1+b z_2^{-1}}\right)\right) \left(1 + \left(\frac{a+z_1^{-1}}{1+a z_1^{-1}}\right)\left(\frac{b+z_2^{-1}}{1+b z_2^{-1}}\right)\right)
\]

(3)
With the application of such DST, the perfect reconstruction property of the resulting 2-D filter bank is guaranteed in addition to all wavelet conditions. That because the DST maintains an approximate linear phase processing property, if the reference 1-D digital filter possesses such property [18] (the reference filter is a 1-D Haar filter which is of the linear phase FIR type).

In order to produce the 2-D stable and circular symmetrical filter, the absolute values of $a$ and $b$ must be less than one [17]. In this paper, the values of $a$ and $b$ is chosen to be 0.5.

Let

$$A(z_1^{-1}) = \left( \frac{a+z_1^{-1}}{1+a z_1^{-1}} \right)$$  \hspace{1cm} (4a)

and

$$B(z_2^{-1}) = \left( \frac{b+z_2^{-1}}{1+b z_2^{-1}} \right)$$  \hspace{1cm} (4b)

Using $A(z_1^{-1})$ and $B(z_2^{-1})$ functions of (4a & b), $H_0(z_1,z_2)$ can be reduced to

$$H_0(z_1,z_2) = \frac{1}{4} \left( 1 + A(z_1^{-1})B(z_2^{-1}) \right) \cdot \left( 1 + \frac{A(z_1^{-1})}{B(z_2^{-1})} \right) \cdot \left( 1 + A(z_1^{-1}) \right) \cdot \left( 1 + B(z_2^{-1}) \right)$$

$$= \frac{1}{4} \left( 1 + \frac{A(z_1^{-1})}{B(z_2^{-1})} + A(z_1^{-1})B(z_2^{-1}) + A(z_1^{-1})^2 \right) \cdot \left( 1 + A(z_1^{-1}) + B(z_2^{-1}) + A(z_1^{-1})B(z_2^{-1}) \right)$$

$$H_0(z_1,z_2) = \frac{1}{4} \left( 1 + A(z_1^{-1})^2 \right) + A(z_1^{-1}) \left( B(z_2^{-1}) + 1 \right) (Az2−11+Az1−1Bz2−1+ Az1−1 + Bz2−1)$$  \hspace{1cm} (5)

The block diagram of 2-D low-pass filter depending on (5) is shown in Fig.1.

The 1-D high-pass filter can also be treated as follows:

$$H_1(z) = \frac{1}{\sqrt{2}} - \frac{1}{\sqrt{2}} z^{-1}$$  \hspace{1cm} (6)

The designed 2-D high-pass filter in analysis stage can be formulated as

$$H_1(z_1,z_2) = \frac{1}{\sqrt{2}} \left( 1 - \left( \frac{a+z_1^{-1}}{1+a z_1^{-1}} \right) \left( \frac{b+z_2^{-1}}{1+b z_2^{-1}} \right) \right) \cdot \frac{1}{\sqrt{2}} \left( 1 - a+z_1-11+a \right) \cdot \left( 1 - b+z_2-11+b \right)$$

$$= \frac{1}{\sqrt{2}} \left( 1 - \left( \frac{a+z_1^{-1}}{1+a z_1^{-1}} \right) \right) \cdot \frac{1}{\sqrt{2}} \left( 1 - \left( \frac{b+z_2^{-1}}{1+b z_2^{-1}} \right) \right)$$  \hspace{1cm} (7)

Using $A(z_1^{-1})$ and $B(z_2^{-1})$ functions of (4a & b), $H_1(z_1,z_2)$ can be reduced to

$$H_1(z_1,z_2) = \frac{1}{4} \left( 1 - A(z_1^{-1})B(z_2^{-1}) \right) \cdot \left( 1 - \frac{A(z_1^{-1})}{B(z_2^{-1})} \right) \cdot (1 - B(z_2^{-1}))$$

$$= \frac{1}{4} \left( 1 - \frac{A(z_1^{-1})}{B(z_2^{-1})} - A(z_1^{-1})B(z_2^{-1}) + A(z_1^{-1})^2 \right) \cdot \left( 1 - A(z_1^{-1}) - B(z_2^{-1}) + A(z_1^{-1})B(z_2^{-1}) \right)$$

$$H_1(z_1,z_2) = \frac{1}{4} \left( 1 + A(z_1^{-1})^2 - A(z_1^{-1}) \left( B(z_2^{-1}) + 1 \right) Az2−11+Az1−1Bz2−1+ Az1−1 + Bz2−1 \right)$$  \hspace{1cm} (8)

The same block diagram of Fig. 1 can be used to realize the designed 2-D high-pass filter $H_1(z_1,z_2)$ by substituting a subtractor instead of each of the colored
Fig. 1 The block diagram of 2-D low-pass filter with all-pass structures.

adders. The 1-D synthesis filter equations can be determined from the corresponding analysis equations as
\[
F_0(z) = H_1(-z) = \frac{1}{\sqrt{2}} (1 - (-z)^{-1}) \\
= \frac{1}{\sqrt{2}} (1 + z^{-1}) = H_0(z) \tag{9}
\]
\[
F_1(z) = -H_0(-z) = -\frac{1}{\sqrt{2}} (1 + (-z)^{-1}) \\
= -\frac{1}{\sqrt{2}} (1 - z^{-1}) = -H_1(z) \tag{10}
\]

From (9) and (10), the 2-D version of such synthesis filters can easily be designed and realized with the same structure.

3.1 The lattice structure

The conventional 1-D discrete wavelet transform architecture produces the approximation and detail coefficients by the use of the convolution function between the input signal and the coefficients of the filter. As known earlier the approximation coefficients are generated by performing the convolution function between the input signal and the coefficients of low-pass filter with a down sampling by two. The detail coefficients are also generated by performing the convolution function between the same input signal and the coefficients of high-pass filter with the same down sampling. The classical 2-D discrete wavelet transform is performed by applying the 1-D discrete wavelet transform on each row of the 2-D input data and then implementing the same 1-D discrete wavelet transform in each column of the resulting 2-D data.

In this paper, a new 2-D discrete circular Haar wavelet transform is designed and realized as a filter bank using the lattice structure of the two all-pass sections \(A(z_1^{-1})\) and \(B(z_2^{-1})\). The programmable lattice structure of 2-D low/high pass filter can be extended as a regular unit in the overall system design. Hence, the implementation of the forward 2-D lattice structure is straightforward, as shown in Fig. 2. The 1\(^{st}\) stage is applied on each row of the scaled 2-D input data, while the 2\(^{nd}\) stage is represented by lattice structure and 2-1 MUX and the 3\(^{rd}\) stage is applied on each
of the intermediate 2-D data. The 4th stage stands for lattice implementation only.

In Fig. 2, Sel₂ determines whether the structure is operating as low or high pass 2-D filter. If Sel₂=0, the structure will operate as 2-D low-pass filter and In₁ is applied as the input to the third stage, while Out will represent the circular low coefficients. If Sel₂ = 1, the structure will operate as 2-D high-pass filter and In₂ is applied as the input to the third stage, while Out will represent the circular high coefficient. The synthesis stage can also be implemented using the same structure with an ending inverter on Out₂ (see Fig. 3) depending on (9) and (10).

3.2 Analysis and synthesis structures

It is clear that the functional block diagrams of the proposed analysis and Synthesis 2-D filters differ only by the kind the input data supplied to the first stage of the architecture. It is possible to build an integrated structure that can function as multi-level analysis or synthesis 2-D filter architecture by adding multiplexers with a control signal. The block diagram of the programmed 2-D analysis/synthesis lattice filter bank architecture is shown in Fig. 3. In Fig. 3 the lattice structure and multiplexer are represented by adder/subtractor blocks. The operation of the lattice structure depends on Sel₃, Sel₂ and Sel₁ as shown in Table 2.

3.3 A multiplier-less 2-D circular wavelet filter bank

To accomplish the design of the proposed 2-D architecture, the parameters a and b are chosen equal to 0.5 to satisfy the stability purposes and approximate linear phase processing with an approximate 2-D circular filter cutoff contour [18]. Thus, the resulting lattice structure of the 2-D circular wavelet
Table 2. setting the control signals for analysis and synthesis lattice structure.

<table>
<thead>
<tr>
<th>Sel₁</th>
<th>Sel₂</th>
<th>Sel₃</th>
<th>The input data</th>
<th>The operation</th>
<th>The output data</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>A pixel of an input image</td>
<td>Low pass analysis filtering</td>
<td>Out₁ = circular low coefficient</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Out₂ = 'X'</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>A pixel of an input image</td>
<td>High pass analysis filtering</td>
<td>Out₁ = circular high coefficient</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Out₂ = 'X'</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>LL, LH coefficients</td>
<td>Low pass synthesis filtering</td>
<td>Out₁ = Reconstructed data</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Out₂ = 'X'</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>HH, HL coefficients</td>
<td>High pass synthesis filtering</td>
<td>Out₁ = 'X'</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Out₂ = Reconstructed data</td>
</tr>
</tbody>
</table>

The filter bank can be implemented as multiplier-less and separable sections. Initially, the transfer function of each block in the lattice structure of Fig. 2 can be written as

\[
[A(z^{-1})]^{2} = \frac{0.25+z^{-1}+z^{-2}}{1+z^{-1}+0.25z^{-2}}
\]  

So, that the output function of the block \([A(z^{-1})]^{2}\) which is shown in Fig. 4, can be written as

\[
\text{int}_{1}(z^{-1}) = \frac{0.25+z^{-1}+z^{-2}}{1+z^{-1}+0.25z^{-2}}
\]

\[
\text{Image}(z^{-1}) = \text{int}_{1}(z^{-1}).(1+z^{-1}+0.25z^{-2})
\]
The functional block \( A(z_1^{-1}) \) can be implemented in a shift and add multiplier-less structure. Such structure is a summation of the input signal and the feedback of the output signal without multipliers as shown in Fig. 4.

\[
\text{int}_1(n_1) = 0.25 \times \text{Image}(n_1) + \text{Image}(n_1 - 1) + \text{Image}(n_1 - 2) - \text{int}_1(n_1 - 1) - 0.25 \times \text{int}_1(n_1 - 2)
\]  

(12)

Fig. 4 Shift and add multiplier-less block diagram of \([A(z_1^{-1})]^2\). D is a delay unite and \(\ll\) is a single-digit shift.

On the other hand, the block of \( A(z_1^{-1}) \) can be implemented as a multiplier-less function as follows:

\[
A(z_1^{-1}) = \left( \frac{a + z_1^{-1}}{1 + az_1^{-1}} \right)
\]

The shift and add block diagram of \( A(z_1^{-1}) \) without multipliers is shown in Fig. 5. The processing in Fig. 5 is held on raw-based algorithms.

Fig. 5 Shift and add multiplier-less block diagram of \( A(z_1^{-1}) \).

Similarly, the transfer function of \( B(z_2^{-1}) \) can be written as

\[
B(z_2^{-1}) = \left( \frac{b + z_2^{-1}}{1 + bz_2^{-1}} \right)
\]

\[
\frac{\text{Out}_{\text{data}2}(z_2^{-1})}{\text{In}_{\text{data}1}(z_2^{-1})} = \frac{0.5 + z_2^{-1}}{1 + 0.5z_2^{-1}}
\]

where

\[
\text{Out}_{\text{data}2}(z_2^{-1}) \text{ is resulting output data.}
\]

\[
\text{In}_{\text{data}1}(z_2^{-1}) \text{ is intermediate resulted input data.}
\]

\[
\text{int}_2(n_1) = 0.5 \times \text{Image}(n_1) + \text{Image}(n_1 - 1) - 0.5 \times \text{int}_2(n_1 - 1)
\]

(13)

\[
\text{Out}_{\text{data}2}(n_2) = 0.5 \times \text{In}_{\text{data}1}(n_2) + \text{In}_{\text{data}1}(n_2 - 1) - 0.5 \times \text{Out}_{\text{data}2}(n_2 - 1)
\]

(14)

The multiplier-less block diagram for \( B(z_2^{-1}) \) is similar to the block diagram of Fig. 5, with input Image \((n_1)\) and output int\(_2\) being replaced by input In\(_{\text{data}1}(n_2)\) and output Out\(_{\text{data}2}(n_2)\), respectively. In such case, the processing will be held on column-based algorithms.
4. FPGA Implementations

At the beginning, every pixel of the input image is shifted right by one digit to apply the multiplication operation by 0.5 as shown in Fig. 2. Then the two blocks, i.e., the block of \((1 + A(z_{-1}^{-1}))^2\) and the block of \(A(z_{-1}^{-1})\) begin to read the input data (input image) from block RAM and perform the operation of the two blocks in parallel. The basic cells of the proposed structure are implemented on a Xilinx Spartan-3E. The results are summarized in Table 3.

Table 3. The LUT number of cells and maximum frequency for basic blocks of the proposed structures.

<table>
<thead>
<tr>
<th>Type of Structure</th>
<th>No. of cells</th>
<th>Maximum Frequency (MHz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Analysis Structure</td>
<td>300</td>
<td>198.447</td>
</tr>
<tr>
<td>Synthesis Structure</td>
<td>420</td>
<td>177.8</td>
</tr>
</tbody>
</table>

5. Performance Evaluation

The Deflection Ratio (DR) is used as an objective assessment parameter to evaluate the performance of the proposed 2-D lattice filter by applying a Matlab 7.2 program. DR is used here as a performance estimator. A proposed formula for this deflection is given by [19], [20]

\[
DR = \frac{1}{R \times C} \sum_{r,c} \left( \frac{I_c(r,c)-MV}{SD} \right) \tag{15}
\]

where

\[
MV = \frac{\sum_{r,c} I_c(r,c)}{R \times C} \tag{16}
\]

\[
SD = \sqrt{V} \tag{17}
\]

and

\[
V = \frac{\sum_{r,c} \left( I_c(r,c)-MV \right)^2}{R \times C} \tag{18}
\]

\(I_c(r,c)\) is the coefficient image, \(MV\) is the mean value, \(V\) is the variance and \(SD\) is the standard deviation.

The ratio DR should be higher at pixels with stronger reflector points and lower elsewhere. As shown in Table 4, different images (Camera man, Lena, Barbara, Peppers) are used to compare the values of deflection ratio between the resulting coefficients of the proposed 2-D lattice circular filter design and classical filter design. The Matlab results of deflection ratio calculated from the designed 2-D lattice filter are better than those of the classical 2-D Haar design especially at the edges that appear in the LH, HL and HH sub-band images.

The correlation factors (CFs) between the input and reconstructed images for both classical and proposed designs are also calculated and listed in Table 4. It can be seen that, CF values are better in the proposed design.
6. Conclusions

In this paper, a new and effective algorithm for 2-D circular-support wavelet transform circular proposed. The method has used a 1st order 1-D all-pass sections in a lattice filter structure to build the final 2-D discrete wavelet transform architecture. The design has been based on a single programmable structure, which can be integrated to form separable 2-D all-pass filter in both directions (horizontal and vertical). These separable structures have been connected with each other on a single programmable integrated architecture that can function as a single forward or backward circular 2-D discrete wavelet transform. Such connection highlights the simplicity, regularity and modularity properties of the proposed system. In addition, A pipeline technique has been used to increase the speed of computation in the proposed architecture. It has been shown that the 2-D circular-support decomposition scheme can effectively improve the operation of extracting both

Table 4- Objective assessment parameters of the proposed design and the classical design.

<table>
<thead>
<tr>
<th>Images 256x256</th>
<th>Objective Assessment Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Classical 2-D Haar Design</td>
<td>The Proposed Design</td>
</tr>
<tr>
<td>DR</td>
<td>CF</td>
</tr>
<tr>
<td>DR of LH,HL and HH</td>
<td>Average of DR in LH,HL,HH</td>
</tr>
<tr>
<td>Camera man</td>
<td>LH= -3.69*10^{-17}</td>
</tr>
<tr>
<td>Lena</td>
<td>LH= -2.78*10^{-18}</td>
</tr>
<tr>
<td>Peppers</td>
<td>LH= 1.6*10^{-17}</td>
</tr>
<tr>
<td>Barbara</td>
<td>LH= -5.3*10^{-18}</td>
</tr>
</tbody>
</table>
approximation and detail coefficients from the original images based on 2-D circular filters instead of using the traditional two-stage 1-D filter decomposition in classical 2-D discrete wavelet transform.
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